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ABSTRACT: The generation of voluminous information due to recent technological advances all over the world, has 
necessitated the requirement of computerized databases to store, categorize and index the data. Further, the analysis of 
the data using specialized tools and algorithms, visualization of the results and evaluation of the produced knowledge 
are equally important steps in the knowledge discovery process. Genetic algorithm is a metaheuristic method inspired 
by the laws of genetics, which find useful solutions to complex problems. In this method, first some random solutions 
(individuals) are generated each containing several properties (chromosomes). Based on the laws of crossover and 
mutations, which occur in chromosomes, a second generation of individuals (population) is produced with more diverse 
properties. This novel and efficient computational algorithm is used to overcome the constraints posed by the 
traditional statistical methods. Genetic algorithm has applications in all the field of science including data mining, 
bioinformatics, phylogenetics, engineering, finance, business, agriculture as well as medical sciences. 
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I. INTRODUCTION 
 
Genetic algorithms (GAs) are adaptive and probabilistic search techniques used in computing to find exact or 
approximate solution to optimization and search problems. Genetic algorithms are categorized as global search 
heuristics and evolutionary optimization approach. These algorithms are inspired by Charles Darwin's theory about 
evolution in natural populations according to the principles of natural selection and “survival of the fittest” over many 
generations. After a number of new generations built with the help of the genetic algorithms, one obtains a solution that 
cannot be improved any further [1].  
Genetic algorithm was developed by John Holland and his colleagues in Michigan University and it was based on the 
genetic processes of biological organisms [2]. In general, GA is a search algorithm based on the natural selection and 
genetics [3]. It uses a number of artificial individuals looking through a complex search space by using functions of 
selection, crossover and mutation (Fig. 1). The purpose to use GA is searching and finding optimal or good enough 
solution. This solution is hidden in a big search space and there is no guarantee to find any exact solutions when using 
GA. Genetic algorithms are different from the derivative-based, optimization algorithms. First of all, these algorithms 
search a population of points in the solution space in each iteration while classical derivative-based methods search 
only a single point. Moreover, GAs select the next population using probabilistic transition rules and random number 
generators while derivative-based algorithms use deterministic transition rules for selecting the next point in the 
sequence [4]. 
Genetic algorithm is one of the evolutionary algorithms (EAs) that implements optimization strategies by simulating 
evolution of species through the process of natural selection, survival of the fittest and reproduction [5, 6]. An 
evolutionary algorithm is a stochastic search for an optimal solution to a given problem [7] and it uses a population of 
individuals; where each individual is classified as a chromosome. Chromosome represents the characteristics of 
individuals in the population; these characteristics are thus referred as gene [8]. Solutions from one population are 
taken and used to form a new population. This is motivated by a hope, that the new population will be better than the 
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old one. Solutions which are selected to form new solutions (offspring) are selected according to their fitness: the more 
suitable they are, the more chances they have to reproduce. Genetic algorithms include evolutionary programming, 
evolutionary strategies [9], differential evolution [10], cultural evolution and coevolution [11].  
 

 
Figure 1. Genetic algorithm and its applications in various fields 

 
II. DATA MINING 

 
Data mining is an interdisciplinary area of research that has its roots in databases, machine learning and statistics, and 
has contributions from many other areas such as information retrieval, pattern recognition, visualization, parallel and 
distributed computing [12]. Data mining is the use of automated data analysis techniques to uncover previously 
undetected relationships among data items. It helps the scientists and the researches to extract the useful information 
from the huge amount of data at hand by providing sophisticated techniques [13]. This technique applied for the 
discovery of patterns hidden in large data sets, focusing on issues relating to their feasibility, usefulness, effectiveness 
and scalability. The applications of data mining include customer relationship management, market and industry 
characterization, medicine, engineering, agriculture and biology.  
Various algorithms and techniques like classification, clustering, regression, artificial intelligence, neural networks, 
association rules, decision trees, genetic algorithm, nearest neighbor method etc., are used for knowledge discovery 
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from databases [14]. Genetic algorithms are used in various fields of data mining to get the optimized solutions for the 
better performance of the data that are required in decision making and to process the accurate result [15]. Initial 
population is generated by methodically eliminating the randomness through generalized uniform population method. 
In the subsequence generations, genetic diversity is ensured and premature convergence is prevented by the uniform 
operator.  

 
III. METHODOLOGY USED IN GENETIC ALGORITHM 

 
Genetic algorithm is a search based optimization technique [16] that evolves through a search space of candidate 
population to identify the best pool of population. To understand the concept and its application, some of the related 
terms used in genetic algorithm are as follows:  
i. Chromosomes: These are the strings or numerical values which represent the candidate solution to the search 
problem [17, 18].  
ii. Gene: The elements of the solution are known as the gene.  
iii. Population: It refers to the total number of candidate solutions to be used in the optimization problem.  
iv. Allele: The possible values of a gene are known as allele.  
v. Genotype: It refers to the set of genes contained in a genome.  
vi. Phenotype: These are the behavioral traits or characteristics of an individual [19].  
The steps used in the methodology are as follows:-  
 Learning the application domain to extract relevant prior knowledge and goals of application.  
 Creating a target data set from raw data  
 Data cleaning and preprocessing  
 Data reduction and transformation  
 Choosing data mining approach: Classification  
 Choosing the mining algorithm(s): Genetic algorithm  
 Patterns of interest found by genetic algorithm  
 Evaluation of patterns and knowledge presentation, visualization and removing of redundant patterns, etc.  
 Use of discovered knowledge  
Evaluation of patterns and knowledge presentation are done after the data mining task. The significant patterns of 
population/masses are obtained after the execution of the genetic algorithm. These patterns are further evaluated and 
then knowledge is presented.  
 

IV. STEPS INVOLVED IN IMPLEMENTATION OF GENETIC ALGORITHM 
  

Genetic algorithms provide a comprehensive search methodology for machine learning and optimization. In genetic 
algorithm, the possibility of reproduction depends on the fitness of individuals. The better chromosomes they have (i.e., 
those with better characteristics), the more likely they are to be selected for breeding the next generation. There are 
several selection methods; however, the aim of all is to assign fitness values to individuals based on a fitness function 
and to select the fittest. Genetic alterations in chromosomes will happen via crossover and mutations to produce another 
generation. This iterative process will continue until the fittest individual (the optimal solution) is formed or the 
maximum number of generations is reached [20]. 
Genetic algorithm uses three main operators which are selection, crossover and mutation.  
3.1. Selection: The selection process determines which solutions are to be preserved and allowed to reproduce, and 
which ones deserves to die out. The process normally involves identifying the good solutions in a population, making 
multiple copies of the good solutions and eliminating bad solutions from the population [21]. The final stage is 
applying the fitness function to evaluate the solutions. A fitness function represents the quality of the solution [22]. 
There are different types of selection methods used by GA, this include rank selection, proportionate selection, roulette 
wheel selection, tournament selection and steady selection [23]. 
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3.2. Crossover operator: Based on the laws of crossover and mutations, which occur in chromosomes, a second 
generation of individuals (population) is produced with more diverse properties. Crossover and mutation are the two 
most central methods for diversifying individuals. In crossover, two chromosomes are chosen. Then a crossover point 
along each chromosome is chosen followed by the exchange of the values up to the crossover point between the two 
chromosomes. These two newly-generated chromosomes produce new offspring. The process of crossover will be 
iterated over and over until the desired diversity of individuals (i.e. solutions) is made.  
The crossover operator is used to create new solutions from the existing solutions by recombination of the information 
from both parents [24]. It involves the exchange of genes randomly between the chromosomes of two parents to create 
new offspring [25]. Crossover can either be one point or two points.  
3.1.2. Mutation: The final genetic operator is mutation which introduces new features to a given population or problem 
to obtain and maintain diversity in the population. It thus involves randomly changing individuals to allow diversity 
among the population. The various types of mutation are flip mutation, uniform mutation inversion mutation, scramble 
mutation, swap mutation, interchanging mutation and creep mutation [26]. The mutation also generates new 
configurations by applying random changes in different chromosomes [27].  
The construction of genetic algorithm will include the following steps (Fig. 2): 
(i) Start: Generate initial random population of n chromosomes (suitable solutions for the problem). 
(ii) Fitness: Evaluate the fitness f(x) of each chromosome x in the population. 
(iii) New population: Create a new population (offsprings) by repeating following steps until the new population 
is complete. 
 Selection: Select a pair of two parent chromosomes from the current population according to their fitness (the 
better fitness, the bigger chance to be selected). 
 Crossover: With a crossover probability, cross over the parents at randomly chosen points/sites to form new 
offsprings (children). If no crossover was performed, offspring is an exact copy of the parents. 
 Mutation: With a mutation probability, mutate new offsprings at each locus (position in chromosome) and 
add the resulting chromosomes to the population. 
(iv) Accept: Calculate the fitness of the resulting chromosomes and place new offsprings in a new population or 
 Replace: Let the finest chromosomes survive to next generation. Use new generated population for a further 
run of algorithm 
(v) Stop: If the end condition is satisfied, stop and return the best solution in current population or go to step (ii). 
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Figure 2. Flow chart for processing of genetic algorithm 

 
V. APPLICATIONS OF GENETIC ALGORITHM 

 
Computers have revolutionized our everyday life and they have benefited nearly all fields of science from aerospace 
and astronomy to biology, chemistry, physics, mathematics, geography, archaeology, engineering and social sciences. 
Notable research has focused on advances in genetic algorithms and related hybrid approaches, with application in 
various problem areas. Genetic algorithm-based approaches offer a more user-friendly, flexible and adaptable 
population-based approach than related algorithms. Given these advantages, genetic algorithms are being applied in 
several fields and some of their applications are described in this chapter under four categories. 
5.1.  Extraction of knowledge pattern and data mining in bioinformatics and phylogenetics 
(i) Data mining: Data mining is one of the important application field of genetic algorithm [28, 29]. In data mining, 
genetic algorithm can be used either to optimize parameters for other kind of data mining algorithms or to discover 
knowledge by itself. The advantages of genetic algorithm become more obvious when the search space of a task is 
large. This technique is used in computing to find exact or approximate solution to optimization and search problems. 
The knowledge discovery process in databases utilizes the genetic algorithm [30].  
(ii) Bioinformatics: Rapid developments in genomics and proteomics in recent years have generated a large amount of 
biological data [31]. Bioinformatics is the interdisciplinary science of interpreting and analysis of biological data using 
information technology and computational techniques [32]. It is the science of managing, mining, integrating and 
interpreting information from biological data at the genomic, proteomic, phylogenetic, cellular or whole organism 
levels [33, 34]. The need for bioinformatics tools and expertise has increased as genome sequencing projects have 
resulted in an exponential growth in complete and partial sequence databases. Analysis of large biological datasets 
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requires protein structure prediction, gene classification, cancer classification based on microarray data, clustering of 
gene expression data and statistical modeling of protein-protein interactions etc.  
(iii) Phylogenetics: Recombination is a major evolutionary force in many organisms and can have a profound impact 
on evolutionary rates. Maximum likelihood methods of codon substitution, used to estimate selection pressures on sites 
in terms of the ratio of non-synonymous to synonymous substitution rates may generate many false-positive sites when 
recombination is not taken into account. Hence, screening of recombination should be an integral part of phylogenetic 
analyses and the use of phylogenetic incongruence among fragments of a sequence alignment to detect recombination 
is being used [35, 36]. Brauer et al. [37] tested parallel genetic algorithm with large (228 taxa) data sets of both 
empirically observed DNA sequence data (for angiosperms) as well as simulated DNA sequence data. For both 
observed and simulated data, search-time improvement was found nearly linear with respect to the number of 
processors, so the parallelization strategy appears to be highly effective at improving computation time for large 
phylogenetic problems using the genetic algorithm.  
Pond et al. [38] proposed a model based framework that uses a genetic algorithm to search a multiple-sequence 
alignment for putative recombination break points, quantifies the level of support for their locations and identifies 
sequences or clades involved in putative recombination events. The software implementation can be run quickly and 
efficiently in a distributed computing environment and various components of the methods can be chosen for 
computational expediency or statistical rigour. The performance of the new method on simulated alignments was 
evaluated on an array of published benchmark data sets. Authors demonstrated that prescreening of alignments with 
this method allows the analysis of recombinant sequences for positive selection. 
5.2. Applications in software testing, computer science and engineering 
(i) Software testing: Manual and automated testing are the two main testing techniques that have been employed over 
the past decades. However, automated testing appears to be the most efficient and effective method, due partly to its 
efficiency and effectiveness in maximizing test coverage, detecting more errors, increasing test execution, decreasing 
the cost and improving the quality of the product. Based on the randomly generated test case from the population or 
input domain, a fitness function is used to evaluate the test cases to determine if it can be used for future generation of 
more test cases. The test case is executed and feedback information is collected. All test cases with high fitness value 
were selected and added to the best test pool. Test cases with low fitness value are discarded and not used for future 
generation or can be recombined and mutated to produce new test cases. The newly created offsprings are evaluated 
against the fitness value and this process continues until a stopping condition is achieved.  
Genetic algorithm can be used to automatically generate test case using the simple random testing technique that allows 
a test case to be selected randomly from the input domain [39, 40]. The application of genetic algorithm in software 
testing is an active area of scientific research and the application of evolutionary algorithm based on test case 
generation using the simple random testing technique was recently reviewed [41]. The findings showed that genetic 
algorithm performs better than other automated test generation techniques such as random testing and also increases the 
number of test cases, thereby improving efficiency. The use of genetic algorithm may also be investigated in regression 
testing as well as test case prioritization. Finally, a more robust way of improving the fitness function can be 
investigated.  
Alander and Mantere [42] studied program of testing automation by using optimization via genetic algorithm and 
showed that genetic optimization performs better than simple random testing. Tripathy and Kanhar [43] proposed a 
heuristic algorithm with sampling techniques to optimize test suite. The genetic algorithm was used as an element to 
optimize the test suite. McCart et al. [44] used genetic algorithm to improve the testing technique process by reducing 
the execution time as well as improving the ability of the technique in detecting more errors. Wappler and 
Lammermann [45] proposed an evolutionary algorithm for the automatic generation of test cases for white-box testing 
of object-oriented programs. The experimental result of their approach out-performed random testing. Rauf et al. [46] 
proposed a graphical user interface (GUI) testing and coverage analysis technique using genetic algorithm to help 
generate the best possible test parameter based on a predefined testing goals. They used some of the modern tools and 
techniques of automating GUI testing such as control-flow graph, event-flow graph and event-flow model etc. to help 
reduce the challenges associated with testing of such systems.  
(ii) Computer science: The Traveling Salesman Problem (TSP) is an optimization problem in which a salesman has to 
visit a given set of cities. The time complexity of the algorithm to find such a tour increases, as the number of cities 
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increases [47]. Many meta-heuristic techniques such as genetic algorithm, particle swarm optimization (PSO) and ant 
colony optimization (ACO) are used to solve TSP. Genetic algorithm depends upon its genetic operators such as 
selection, reproduction and mutation to solve any optimization problem. TSP is a minimization problem to find a route 
with minimum distance to visit all the cities. Genetic algorithm starts with an initial population of chromosomes. 
Chromosomes are generated randomly when the problem is represented in genetic form. Then, a bunch of 
chromosomes is selected from the initial population by using selection operator. This bunch of chromosomes 
participates in reproduction operation to generate new children. These newly generated children are added in the initial 
population and then mutation operation is performed to generate the next population. These operations i.e. selection, 
reproduction and crossover are repeated again and again for a given number of iteration count or till an optimal solution 
is not found.  
 An optimal and valid solution for Traveling Salesman Problem was proposed [48] and authors suggested that 
TSP can be used in many areas of engineering. They used Handle-C language to find improved and hybrid genetic 
algorithm to solve TSP. Authors implemented the handle C technique on various TSPLIB instances and found that the 
proposed algorithm outperforms as compared to some other existing algorithms. The improved genetic algorithm uses a 
stronger global search technique that gave higher rate of convergence of genetic algorithm. It means that genetic 
algorithm find tour with less path length in less time as compared to other existing algorithms. 
Evolutionary computation techniques are commonly used to address problems with large search spaces, where an 
exhaustive search is not applicable in practice. Due to this fact, many machine learning and optimization tasks have 
been solved by using genetic algorithms or evolutionary algorithms. Giráldez et al. [49] briefly summarized some of 
the techniques for evolutionary algorithms to solve estimation and modelling problems and to provide decision rules 
using less computational resources. Guan and Zhu [50] explored an incremental approach to genetic-algorithms-based 
classification rather than neural networks to cope with learning tasks where the learning environment is ever changing 
or training samples become available over time. 
(iii) Engineering: An integrated optimization of mechanisms with genetic algorithm was offered. The principle of 
which is to use a neural network as a global calculation program and to couple the network with stochastic methods of 
optimization [51]. Genetic algorithms rely on the natural laws of selection which let a living organism adapt to a given 
environment. From these principles, it seems judicious to apply genetic algorithms to the optimization of mechanical 
structures. Precise examples showed that genetic algorithms will allow the adaption of the mechanical object to its 
environment and to the specifications from the beginning of the design process.  
5.3. Application of genetic algorithms in industry and business 
(i) Industry: Data mining techniques can yield the benefits of automation on existing software and hardware platforms, 
and can be implemented on new systems as existing platforms are upgraded and new products developed. Faster 
processing and analysis of massive databases indicates that users can automatically experiment with more models to 
understand complex data. High speed makes it practical for users to analyze huge quantities of data. Thus, data mining 
technology can generate new business opportunities by providing these capabilities:  
 Automated prediction of trends and behaviours: Data mining automates the process of finding predictive 
information in large databases. A typical example of a predictive problem is targeted marketing. Data mining uses data 
on past promotional mailings to identify the targets most likely to maximize return on investment in future mailings. 
Other predictive problems include forecasting bankruptcy and other forms of default.  
 Automated discovery of previously unknown patterns: Data mining identifies previously hidden patterns 
through the analysis of retail sales data to identify seemingly unrelated products that are often purchased together. 
Other pattern discovery problems include detecting fraudulent credit card transactions and identifying anomalous data 
that could represent data entry keying errors. 
(ii) Business: Commercial databases are growing at unprecedented rates. The accompanying need for improved 
computational engines can now be met in a cost-effective manner with parallel multiprocessor computer technology. 
Data mining algorithms have only recently been implemented as mature, reliable and understandable tools that 
consistently outperform older statistical methods. In the evolution from business data to business information, each new 
step has been built upon the previous one. For example, dynamic data access is critical for drill-through in data 
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navigation applications and the ability to store large databases is critical to data mining. Data mining tools predict 
future trends and behaviours, allowing businesses to make proactive, knowledge-driven decisions.  
Comprehensive data warehouses that integrate operational data with customer, supplier and market information have 
resulted in an explosion of information. Data mining techniques can be implemented rapidly on existing software and 
hardware platforms to enhance the value of existing information resources and can be integrated with new products and 
systems as they are brought on-line. When implemented on high performance client/server or parallel processing 
computers and data mining tools can analyze massive databases. This type of finding helps business persons to make 
certain decisions, such as catalogue design, cross marketing and customer shopping behavior analysis. Association rule 
algorithms need to generate rules with confidence values less than one. However the number of possible association 
rules for a given dataset is generally very large. Quantifiable business benefits have been proven through the integration 
of data mining with current information systems. A wide range of companies have deployed successful applications of 
data mining. Some successful application areas include:  
 A pharmaceutical company can analyze its recent sales force activity and their results to improve targeting of 
high-value physicians and determine which marketing activities will have the greatest impact in the next few months. 
The data needs to include competitor market activity as well as information about the local health care systems.  
 A credit card company can leverage its vast warehouse of customer transaction data to identify customers most 
likely to be interested in a new credit product. Using a small test mailing, the attributes of customers with an affinity for 
the product can be identified.  
 A diversified transportation company with a large direct sales force can apply data mining to identify the best 
prospects for its services. Using data mining to analyze its own customer experience, this company can build a unique 
segmentation identifying the attributes of high-value prospects.  
 A large consumer package goods company can apply data mining to improve its sales process to retailers. Data 
from consumer panels, shipments and competitor activity can be applied to understand the reasons for brand and store 
switching. Through this analysis, the manufacturer can select promotional strategies that best reach their target 
customer segments. 
 Companies may leverage the knowledge about customers implicit in a data warehouse to reduce costs and 
improve the value of customer relationships. These organizations can now focus their efforts on the most important 
(profitable) customers and prospects, and design targeted marketing strategies to best reach them. 
5.4. Genetic algorithm applications in agriculture, chemistry, drug design and medical sciences 
(i) Agriculture: Agriculture plays a crucial role in the development of the Indian economy. The major aspect for 
improving agriculture productivity is on embedding agriculture information system with computer technologies to 
extend the services that will provide better farming facilities to the farmers who are residing in distant locations and not 
aware of new technology of nowadays. The transfer of agriculture related information helps in collection of relevant 
data about the farming techniques, crop, type of soil and so that farmers are provided with the best farming methods. 
The aim of genetic algorithm is to provide the optimal solution to the farmer and this will help in improving quick 
decision making capabilities [52]. Using various data mining techniques, the problems of farmer may be solved by 
giving them the most optimal solution to their problem [53]. 
Nowadays, large companies use genetic algorithm to optimize and design products ranging from tiny chip to a 
agriculture system. In GA, there is a parallel computing which make it more appealing because it helps to reduce the 
problem of lack of speed in computing. It allows more number of iterations which will increase solution and provide 
ways for better solutions. The combining of genetic algorithm with other evolutionary computation algorithms such as 
fuzzy and neural network is going on. The results achieved with the help of genetic algorithms will lead towards a 
development strategy in the rural sector through agriculture. In a country like India whose rural economy is mostly 
agriculture based, a sustainable development could be in the context of globalization and environmental strategies by 
reorganizing land system for various agricultural activities. 
(ii) Chemistry: Chemical engineering systems are widely and instinctively complicated. The vision and aim of a 
designer should be to unravel the hidden truths and the latent scientific vision and scientific understanding. Science and 
engineering will see a new dawn with the new and innovative ventures in the field of non-traditional optimization 
techniques. The evolution of genetic algorithm and the vast application areas surely overcome wide and versatile 
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visionary frontiers [54]. Vision of the application areas of genetic algorithm will soon surpass wide frontiers of science 
and engineering of petroleum refining. Lower computational time and improved efficiency of the processes will evolve 
a new dimension of hope and scientific justification. 
 In the present age of energy sustainability, the question of depletion of fossil fuel sources needs to be vehemently 
addressed with immense vigour and vision. Petroleum refining and energy sustainability in today’s world have an 
umbilical cord whose scientific vision needs to be reassessed. Application of genetic algorithm and revamping of 
petroleum refining process needs to be addressed with immense scientific vision, caution and urgency. Fluidized 
catalytic cracking is a vital and primordial issues in the entire gamut of petroleum refining [55]. Palit et al. [56] 
reviewed a deep insight into newer technologies and subsequent application of multi-objective optimization in 
designing a fluidized bed catalytic cracking unit with the application of genetic algorithm.  
(iii) Pharmaceutical sciences and drug design: Designing a drug is the process of finding or creating a molecule 
which has a specific activity on a biological organism. Drug design is difficult since there are only few molecules that 
are both effective against a certain disease and exhibit other necessary physiological properties, such as absorption by 
the body and safety of use. The main problem of drug design is therefore how to explore the chemical space of many 
possible molecules to find the few suitable ones. Computational methods can be used to assist and speed up the drug 
discovery process. Lameijer et al. [57] discussed the applications of evolutionary algorithms in drug design, in which 
evolutionary algorithms are used both to create new molecules and to construct methods for predicting the properties of 
real or yet unexisting molecules.  
Genetic algorithms and neural networks are versatile methods for a variety of tasks in rational drug design, including 
analysis of structure–activity data, establishment of quantitative structure–activity relationships (QSAR), gene 
prediction, locating protein coding regions in DNA sequences, 3D structure alignment, pharmacophore perception, 
docking of ligands to receptors, automated generation of small organic compounds, and the design of combinatorial 
libraries [58]. Terfloth and Gasteiger [59] gave a brief overview of these applications of neural networks and genetic 
algorithms in drug design and provided an insight into the underlying principles of such methods. In contrast to 
classical statistical methods such as regression analysis or partial least squares analysis (PLS), artificial neural networks 
are ideally suited for use in drug design and QSAR. Moreover, genetic algorithms are utilized in the structure alignment, 
variable selection in QSAR studies, structure generation, design of combinatorial libraries, and docking of ligands to 
proteins. 
(iv) Medical sciences: A great wealth of information is hidden amid medical research data that in some cases cannot be 
easily analyzed, if at all, using classical statistical methods. In medicine, electronic chips and computers are the 
backbones of a lot of imaging, diagnostic, monitoring and therapeutic devices. These devices are composed of several 
different hardware components and are managed and controlled by software, which in turn are based on algorithms. 
Algorithms run on a set of well-described rules and instructions that define a sequence of operations. Metaheuristic 
methods use algorithms that can more quickly solve complex problems, or they can find an approximate solution when 
classical methods are not able to find an exact one. Metaheuristic approaches have been frequently used in other fields 
of science where complex problems need to be solved and optimal decisions should be made. In medicine, valuable 
work has been done on these potent algorithms for offering solutions to the countless complex problems, which 
physicians encounter every day.  
Ghaheri et al. [60] introduced genetic algorithm as one of these metaheuristics and reviewed some of its applications in 
medicine. Metaheuristic algorithms have been developed to offer optimal or near-optimal solutions to complex data 
analysis and decision-making tasks in a reasonable time. The use of genetic algorithm has promising implications in 
various medical specialties including radiology, radiotherapy, oncology, cardiology, endocrinology, surgery, obstetrics 
and gynecology, infectious diseases, rehabilitation medicine, neurology, pharmacotherapy and health care management. 
Thus, applications of the genetic algorithms in disease screening, diagnosis, treatment planning, pharmaco-vigilance, 
prognosis and health care management enabled the physicians to envision possible applications of this metaheuristic 
method in their medical career. 
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V. CONCLUSION 
 

Current research trends tend to show that there is a high potential for remarkable advances in genetic algorithms and its 
variants, specifically in grouping genetic algorithms. Genetic algorithm-based approaches offer a more user-friendly, 
flexible, and adaptable population-based approach than related algorithms. Given these advantages, further 
developments and advances in grouping genetic algorithms are quite promising. 
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